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RDMA and SMC-R 
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RDMA 

•  RDMA protocols can flow over an Infiniband (IB) transport or communication fabric 
(RDMA capable network), which requires an investment in special network 
equipment. 

•  While the RDMA standard defines Write and Read support, the IBM zEnterprise 
RoCE feature only supports RDMA Write.   

LPAR A 

Memory 

RNIC 

LPAR B 

Memory 

RNIC 

RDMA 
capable 
network 

•  Remote Direct Memory Access (RDMA) 
–  Allows a host to write or read memory from a 

remote host without involving the remote host’s 
CPU and Operating System (OS). 

–  Bypasses Operating System layers and many 
communications protocol layers that are 
otherwise required for communication between 
applications. 

–  Reduces software overhead, providing for high-
throughput, low-latency networking. 

–  (Prior to RoCE) Requires a specialized network 
and network adapter (Infiniband) to transfer data. 
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RoCE 

•  When a single network interface supports both traditional traffic (ie. TCP/IP) and RDMA 
traffic, the switch must have IEEE Converged Enhanced Ethernet (CEE) capability. 

–  While the standard allows concurrent traffic support, the zEnterprise 10GbE RoCE Express feature 
only supports RDMA traffic, so there is no requirement for an IEEE CEE capable switch. 

•  The switch must be a standard 10GbE switch with the Global pause frame (IEEE 802.3x standard) enabled. 
•  Direct RoCE port to RoCE port connection (without switch) is possible, but not recommended. 

•  zEnterprise 10GbE RoCE Express feature 
–  Requires the use of SMC-R (z/OS V2R1) 
–  Requires zEnterprise EC12 (with driver 15) or zEnterprise BC12. 

LPAR A 

Memory 

RNIC 

LPAR B 

Memory 

RNIC 

RDMA 
capable 
network 

•  RDMA over Converged Ethernet (RoCE) Standard 
–  Is RDMA protocol over Ethernet. 
–  Uses RoCE Network Interface Adapter (RNIC) and 

Layer-2 Ethernet switches with IEEE Converged 
Enhanced Ethernet (CEE) capability. 

–  Provides low latency, high bandwidth, high throughput, 
low processor utilization data transfer between hosts 
while taking advantage of existing Ethernet networks.  

–  (Prior to SMC-R) Requires application change to send 
data over RoCE. 
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Physical Feature 
•  zEnterprise 10GbE RoCE Express feature 

–  (Feature Code Number) FC# 0411  10 GbE SR 
–  Two 10 GbE SFP+ ports are provided. 

•  Physical Ports are numbered D1 and D2. 
•  Ports are defined as 1 and 2. 

–  As opposed to OSA ports which are defined as 0 and 1!!! 

–  Is based on the PCIe (Peripheral Component 
Interconnect Express) standard that defines a high-
speed serial computer expansion bus. 

•  As such, the RoCE feature must be plugged into a PCIe slot on the 
zEnterprise machine. 

•  Each zEnterprise drawer can accommodate up to 32 PCIe I/O 
features in any combination. They are organized in four hardware 
domains per drawer, with eight features per domain. 

•  RoCE features for the same LPAR should be installed in different 
Resource Groups for availability. Use eConfig. (Different RGs required 
for Full Redundancy) 

•  To move ownership to an LPAR in the candidate list 
–  Stop RoCE feature on the active LPAR 

•  /V TCPIP,,STOP,EZARIUT10010 
–  Configured off 

•  /CF PFID(10),OFFLINE 
–  Configured on to a different LPAR in the candidate list 

•  /CF PFID(10),ONLINE 
–  Started 

•  /V TCPIP,,START,EZARUIT10010 
HMC Partition Isolation will prevent easy movement between LPARs. 
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SMC-R 

•  z/OS V2R1 includes SMC-R support. 
•  SMC-R is only used over the 10GbE RoCE Express feature to a partner z/OS V2R1 with 

RoCE. 
–  While other platform (non-zEnterprise) RoCE RNICs might exist in your network, the zEnterprise 

RoCE Express feature is not able to communicate with them. 

•  Shared Memory Communication over RDMA (SMC-R) 
–  Is a new sockets over RDMA communication 

protocol that allows existing TCP applications to 
transparently benefit from RoCE. 

–  Requires no application change. 
–  Provides host-to-host direct memory access 

without the traditional TCP/IP processing 
overhead.   

–  Allows customers to benefit from InfiniBand 
technology by leveraging their existing 10GbE 
Ethernet infrastructure. 

–  TCP protocol only! No UDP (ie. EE), SNA, etc. 
•  All TCP traffic except IPsec. 

–  https://datatracker.ietf.org/doc/draft-fox-tcpm-shared-memory-rdma/  
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SMC-R Additional Benefits 

•  SMC-R 
–  Provides high availability and load balancing when redundant network hardware 

paths are available. (See Link Group on later page.) 
–  Preserves existing IP topology. 
–  Preserves existing IP security. 
–  Introduces minimal administrative and operational changes. 
–  Provides dynamic discovery of partner RDMA capabilities and dynamic setup of 

RDMA connections over RoCE. 
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•  Load balancing 
–  The first application data would be sent over one 

RoCE pair between the two hosts. 
–  The second application data would be sent over 

the second RoCE pair between the two hosts. 
•  High Availability 

–  If there was a failure of the connection between 
the first RoCE pair, all the sessions using the first 
RoCE pair would transparently move to the 
second RoCE pair. 
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Layer 2 
•  A single Layer 2 (no IP router) network is required. 

–  RoCE is able to provide low latency, high bandwidth, 
high throughput, low processor utilization data transfer 
between hosts, in part by avoiding the use of TCP/IP 
capabilities like IP routing. 

–  Both partners must be in the same IP subnet (with no 
IP router between them). 

•  A single 10GbE switch between RoCE partners. 
–  The distance from the 10GbE RoCE Express feature 

port to the switch is limited to 300 meters with an OM3 
fiber cable. 300m from one host to the switch and 
300m from the other host to the switch gives a total of 
600 meters between hosts. 

–  The latency advantages of RDMA are diminished when 
traveling long distances, so while multiple switches 
(connected without IP router) are possible, they are not 
recommended. 
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What does Layer 2 mean? 
• When we say that operating systems like Linux on 
System z support OSA in Layer 2 mode we mean 
that it supports all protocols sent to the Ethernet 
LAN (protocol agnostic)(IP plus any other protocol). 
z/OS does not support OSA in Layer 2 mode. z/OS 
only supports IP protocol sent over QDIO OSA 
(CHPID type OSD). 
• When we say that z/OS connects to a Layer 2 
network we mean there are no IP routers in the path 
between z/OS and its connection partner. 

9 



OSA 

–  VIPA is supported. 
–  VLAN is supported. More about VLAN on a later page. 

•  SMC-R uses the TCP connection to determine eligibility to RoCE and to build a point-to-
point SMC-R link. Then the actual data is sent over the SMC-R link. 

–  The TCP session is also used for Keepalive and to terminate both the RDMA and TCP connections 
when the session ends. 
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•  OSA is required! 
–  The TCP connect still starts the same as always. 

•  When the TCP client connects to the TCP server, the 
TCP route that is selected on both sides must connect 
over OSAs in QDIO mode (CHPID type OSD). 

–  OSA pair must be in the same subnet (no IP router in the 
path between OSAs). 

•  Subnet must be defined on INTERFACE parameter in the 
PROFILE.TCPIP file. 

–  OSA network and RoCE network do not have to be the 
same network. 

•  OSA pair may be 1GbE instead of 10GbE. 

OSA may be used to send other traffic (ie. TCP/IP). 
OSA may be shared with other LPARs. 
Another IP connectivity between systems does not 
remove the OSA requirement. XCF and 
HiperSockets may exist in addition to the OSA. 
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Sysplex Distributor without RoCE 

•  Client to Sysplex Distributor to target. 
•  With VIPAROUTE parameter the traffic can be sent over the OSA network rather than the XCF 

network. 
–  VIPADYNAMIC 

•  VIPADEFINE 255.255.255.0 10.15.63.111 
•  VIPADISTRIBUTE 10.15.63.111 
•  VIPAROUTE 10.201.22.89 10.173.44.89 

–  ENDVIPADYNAMIC 
•  Return traffic back does not have to go through Sysplex Distributor system. 
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Sysplex Distributor Over RoCE 

•  When VIPAROUTE sends traffic over OSA rather than XCF, 
traffic is SMC-R RoCE eligible. 
–  No need to go through Sysplex Distributor. 
–  The initial TCP session setup is still done from client to Sysplex 

Distributor to target server. 
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SMCAT 

•  SMC Applicability Tool (SMCAT) 
–  Reports percentage of traffic that is eligible for and 

well suited for SMC-R. 
–  z/OS V1.13 APAR PI27252 PTF UI24872 
–  z/OS V2.1 APAR PI29165 PTF UI24762 and UI24763 
–  SMCAT Overview available on SMC-R web site: 

•  http://www.ibm.com/software/network/commserver/SMCR/ 
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SMC-R Configuration 
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SMC-R Usage 
•  Setup Steps 

1)  OSA OSD IP connectivity 
2)  HCD Define PFID with PNetID 
3)  HCD Add PNet ID to OSD 
4)  PROFILE.TCPIP GlobalConfig 
5)  PROFILE.TCPIP Interface 
6)  Repeat in partner host 
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HCD PFID 
•  Define PFID (PCIe Function ID) with PNet ID 

 FUNCTION FID=fid_value,PCHID=pchid_value,VF=virt_func,PART=((init_access), 
  (candidate_list)),PNETID=pnetid_name 

–  FID fid_value is 3 hex characters (000-0FF on zEC12)(000-FFF on z13) 
•  Unique per FUNCTION statement 

–  PCHID pchid_value is physical slot location (3 hex characters) 
–  VF virt_func is unique per FUNCTION statement (2 digit decimal number) 
–  PNET pnetid_name_port1 defines network name for port 1 

•  Must be the same on all FUNTION statements for the same PCHID 
–  PNET pnetid_name_port2 defines network name for port 2 

•  Must be the same on all FUNTION statements for the same PCHID 

•  Example: 
 FUNCTION FID=100,PCHID=400,VF=1,PART=((LPA,(LPA,LPB)),PNETID=(ZOSNET1,ZOSNET2) 
 FUNCTION FID=101,PCHID=400,VF=2,PART=((LPA,(LPA,LPB)),PNETID=(ZOSNET1,ZOSNET2) 
 FUNCTION FID=102,PCHID=400,VF=3,PART=((LPA,(LPA,LPB)),PNETID=(ZOSNET1,ZOSNET2) 

•  RoCE not defined with CHPID number. 
•  RoCE Physical Channel ID (PCHID) represents the physical location of the 

PCIe device in the PCIe drawer. 
•  Max 31 FUNCTION statements / FIDs / VFs per RoCE feature 
•  Separate FUNCTION statement / FID/ VF per LPAR per TCP/IP stack per port 

Must match what is defined in PROFILE.TCPIP. 

Must match what is defined on OSA. 
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PNet ID in HCD 

•  The PNet ID (Physical Network Identifier) is how the OSA and RoCE are bound together. 
•  Used to identify the physical network and may contain multiple logical networks (VLANs). 
•  Add PNet ID to RoCE and OSA in HCD 

–  Enter Physical network ID on the “Add/Modify Physical Network IDs” panel. 
–  Physical network ID 1 maps to OSA port 0 or RoCE port 1 
–  Physical network ID 2 maps to OSA port 1 or RoCE port 2 

•  Dynamic I/O Reconfiguration may be used to define PNET on an OSA that is in use. In order to pick 
up the change the OSA will require a CHPID OFF and then CHPID ON (from every LPAR sharing it). 

Defined on OSA and RoCE and 
must match for required association. 

Hardware Configuration Definition (HCD) 
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GLOBALCONFIG 
•  Define GLOBALCONFIG in PROFILE.TCPIP 

 GLOBALCONFIG 

  SMCR 

  PFID fid_value  PORTNUM port_number 

  MTU mtusize  FIXEDMEMORY mem_amount 

  TCPKEEPMININTERVAL interval_amount 

•  Example 
 GLOBALCONFIG 

  SMCR 

  PFID 001C 

  PFID 0015 PORTNUM 2 

  FIXEDMEMORY 200 

  TCPKEEPMININTERVAL 300 

Required to enable SMC-R in TCP/IP 
PORTNUM defaults to 1 (for 

physical port labeled D1) 

When this memory is exceeded 
all new sessions will use the 

TCP/IP OSA OSD connection. 

PORTNUM 2 (for physical port labeled D2) 

Must match 
what is defined 
in HCD. 

z/OS only supports RoCE MTU 
of 1024 (1K – default) or 2048 
(2K – requires Jumbo Frames 

enabled on switch ports). 

HCD FID = 000 to 0FF on zEC12 or 000-FFF on z13 
SMCR PFID = 0000 to 00FF on zEC12 or 0000-0FFF on z13 
Values must match! 
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Interface 

•  Define INTERFACE in PROFILE.TCPIP 
 INTERFACE intf_name DEFINE IPAQENET 
  CHPIDTYPE OSD PORTNAME port_name IPADDR ip_addr_specification 
  SMCR 
  VLANID vlan_id_num 

•  Example 
 INTERFACE OSD1 DEFINE IPAQENET 
  CHPIDTYPE OSD PORTNAME OSDP00B IPADDR 10.1.1.14/20 
  SMCR 
  VLANID 100 
 INTERFACE OSD2 DEFINE IPAQENET6 
  PORTNAME OSDP00B IPADDR 2000:10:1:1::1:14 
  SMCR 
  VLANID 100 

IPAQENET for IPv4 or IPAQENT6 for IPv6. 

Required (or defaulted) to enable SMC-R for this OSA definition. 

Optional VLAN ID number. 

IP subnet is required on IPADDR for SMC-R usage. 

19 



Memory 

•  SMC-R RDMA Memory 
–  Is managed and owned by the TCP/IP stack. 
–  Is allocated within TCP (ASID) 64-bit private. 
–  Is not CSM-managed. 
–  Application memory management is not affected. 
–  Most is a variable amount defined and managed by the TCP/IP 

stack. 
•  Small static portion is managed by the device driver. 

–  Is fixed memory. 
–  Defined and limited by the FIXEDMEMORY parameter on the 

GLOBALCONFIG SMCR statement. 
•  See “Steps for estimating minimum SMC-R real memory 

requirement” in the IP Configuration Guide. 
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Automatic Switch to SMC-R 
•  Both Sides Requirements 

–  zEnterprise EC12 or later 
–  OSA-Express CHPID type OSD 

•  Defined to LPAR in HCD 
–  Defined with PNet ID 

–  RoCE feature 
•  Defined to LPAR with 

FUNCTION statement in HCD 
–  Defined with PFID (FID) and 

PNet ID 

–  PNet ID must be the same on OSA on both sides and on RoCE on both sides. 
–  z/OS V2R1 (SMC-R support) 
–  PROFILE.TCPIP file 

•  GLOBALCONFIG SMCR with PFID 
–  PFID must be the same on FUNCTION statement in HCD and on GLOBALCONFIG SMCR statement in PROFILE.TCPIP. 

•  INTERFACE statement for OSA 
–  Must have SMCR defined or defaulted. 
–  Must have same subnet defined on IPADDR on both sides. 

–  TCP route selected must use QDIO OSA port 
•  In same subnet 
•  With the same PNet ID defined in HCD on both sides. 
•  With the same VLAN ID defined on the PROFILE.TCPIP INTERFACE statement if a VLAN ID is defined. 
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LPAR A 
HCD 
CHPID PATH=…, 
   TYPE=OSD…PNETID=ZOSN01 
FUNCTION      FID=010, 
   PCHID=…PNETID=ZOSN01 
PROFILE.TCPIP 
GLOBALCONFIG SMCR PFID 0010 
INTERFACE OSD1 
   DEFINE IPAQENET 
   IPADDR 10.1.1.14/24 
   SMCR VLANID 100 

LPAR B 
HCD 
CHPID PATH=…, 
   TYPE=OSD…PNETID=ZOSN01 
FUNCTION       FID=020, 
   PCHID=…PNETID=ZOSN01 
PROFILE.TCPIP 
GLOBALCONFIG SMCR PFID 0020 
INTERFACE OSD2 
   DEFINE IPAQENET 
   IPADDR 10.1.1.36/24 
   SMCR VLANID 100 

1 

1 

1 

1 
2 

2 3 
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4 4 

5 5 
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SMC-R to SMC-R 
LPAR 1 on CPC 1 
HCD 
CHPID PATH=… TYPE=OSD… PNETID=ZOSN01 
FUNCTION FID=010, PCHID=100, VF=1, PART= ((LPA), (LPA, LPB)), PNETID=(ZOSN01,ZOSN02) 
PROFILE.TCPIP 
GLOBALCONFIG SMCR PFID 0010 
INTERFACE OSD1 DEFINE IPAQENET IPADDR 10.1.1.14/24 SMCR VLANID 100 
 
LPAR 2 on CPC 2 
HCD 
CHPID PATH=… TYPE=OSD… PNETID=ZOSN01 
FUNCTION FID=020, PCHID=200, VF=4, PART= ((LPC), (LPC, LPD)), PNETID=(ZOSN03,ZOSN01) 
PROFILE.TCPIP 
GLOBALCONFIG SMCR PFID 0020 PORTNUM 2 
INTERFACE OSD2 DEFINE IPAQENET IPADDR 10.1.1.36/24 SMCR VLANID 100 

LPAR A LPAR B 

Blue lines indicate definitions that must match. IP addresses are not identical but must be in the same subnet. 
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Exclude Some Traffic 

•  NOSMCR parameter may be used on the PORT or PORTRANGE 
statement in the PROFILE.TCPIP to prevent traffic being eligible for SMC-R 
RoCE. 

–  PORT  
3301 TCP ABC01 NOSMCR 
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Management Commands 
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TRLE VTAM Display 
•  D NET,TRL,TRLE=trle_name 

–  Shows RoCE PFID, PNetID, and RoCE code level. 
 
D NET,TRL                                                             
IST097I DISPLAY ACCEPTED                                              
IST350I DISPLAY TYPE = TRL 338                                        
IST924I ------------------------------------------------------------- 
IST1954I TRL MAJOR NODE = ISTTRL                                      
IST1314I TRLE = ISTTSBSD  STATUS = ACTIV       CONTROL = XCF          
IST1314I TRLE = ISTTSBSA  STATUS = ACTIV       CONTROL = XCF          
IST1314I TRLE = IUT10040  STATUS = ACTIV       CONTROL = ROCE         
IST1314I TRLE = IUT10010  STATUS = ACTIV       CONTROL = ROCE         
IST1314I TRLE = IUTIQ4FD  STATUS = ACTIV       CONTROL = MPC          
IST1314I TRLE = IUTIQX20  STATUS = INACT       CONTROL = MPC          
... 
 
D NET,TRL,TRLE=IUT10010  
IST097I DISPLAY ACCEPTED 
IST075I NAME = IUT10010, TYPE = TRLE 345                              
IST1954I TRL MAJOR NODE = ISTTRL                                      
IST486I STATUS= ACTIV, DESIRED STATE= ACTIV                           
IST087I TYPE = *NA*               , CONTROL = ROCE, HPDT = *NA*       
IST2361I SMCR PFID = 0010  PCHID = 03BC  PNETID = DMZ805              
IST2362I PORTNUM = 1  RNIC CODE LEVEL = 2.11.1250                     
IST2389I PFIP = 00000000                                              
IST924I ------------------------------------------------------------- 
IST1717I ULPID = TCPIP ULP INTERFACE = EZARIUT10010                   
IST1724I I/O TRACE = OFF  TRACE LENGTH = *NA*                         
IST314I END  
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PCIE Display Command 

•  D PCIE 
–  Shows the PFIDs defined for this z/OS. 
–  Shows PFID types with PCHID values. 
–  PFID shows up as “configured” until associated OSA 

OSD Interface is started, at which time PFID shows 
up as “allocated”. 

 
D PCIE                                                          
IQP022I 14.30.17 DISPLAY PCIE 321                               
PCIE     0011 ACTIVE                                            
PFID  DEVICE TYPE NAME         STATUS  ASID  JOBNAME  PCHID VFN 
0010  10GbE RoCE               ALLC    002A  VTAM     03BC      
0040  10GbE RoCE               ALLC    002A  VTAM     05EC  
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PCIE Display Command (cont.) 

•  D PCIE,PFID=10 
–  Shows the information for only the PFID that was specified. 

 
D PCIE,PFID=10                                                  
IQP024I 14.55.53 DISPLAY PCIE 420                               
PCIE     0011 ACTIVE                                            
PFID  DEVICE TYPE NAME         STATUS  ASID  JOBNAME  PCHID VFN 
0010  10GbE RoCE               ALLC    002A  VTAM     03BC      
 CLIENT ASIDS:   27  
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Network Status All Display 
Command 

•  D TCPIP,,NETSTAT,ALL,IPPORT=ipaddr+port_num 
–  Shows SMC-R information when the TCP connection is using SMC-R. 

 
D TCPIP,,N,ALL,IPPORT=192.168.26.162+2629                               

EZD0101I NETSTAT CS V2R1 TCPIP 070                                      
CLIENT NAME: MCCOX1                   CLIENT ID: 000018E7               

  LOCAL SOCKET: 192.168.26.162..2629                                    
  FOREIGN SOCKET: 192.168.26.165..1786                                  

    BYTESIN:            00000000000000000000                            
    BYTESOUT:           00000000041439456304                            

    SEGMENTSIN:         00000000000000667314                            
    SEGMENTSOUT:        00000000000001268284                            

    STARTDATE:          08/23/2013       STARTTIME:          15:13:34   
    LAST TOUCHED:       15:13:34         STATE:              ESTABLSH   

    RCVNXT:             1141465431       SNDNXT:             3285695729 
    CLIENTRCVNXT:       1141465431       CLIENTSNDNXT:       3285695729 

    INITRCVSEQNUM:      1141465362       INITSNDSEQNUM:      3285695608 
    CONGESTIONWINDOW:   0000035760       SLOWSTARTTHRESHOLD: 0000065535 

    INCOMINGWINDOWNUM:  1141727575       OUTGOINGWINDOWNUM:  3285957873 

    SNDWL1:             1141465431       SNDWL2:             3285695729 
    SNDWND:             0000262144       MAXSNDWND:          0000262144 

    SNDUNA:             3285695729       RTT_SEQ:            3285695661 
    MAXIMUMSEGMENTSIZE: 0000008940       DSFIELD:            00         

    ROUND-TRIP INFORMATION:                                             
      SMOOTH TRIP TIME: 1.000            SMOOTHTRIPVARIANCE: 0.000 

    REXMT:              0000000000       REXMTCOUNT:         
0000000000 

    DUPACKS:            0000000000       RCVWND:             
0000262144 

    SOCKOPT:            8000             TCPTIMER:           02         
    TCPSIG:             04               TCPSEL:             C0         
    TCPDET:             E0               TCPPOL:             02         
    TCPPRF:             81                                              
    QOSPOLICY:          NO                                              
    ROUTINGPOLICY:      NO                                              
    RECEIVEBUFFERSIZE:  0000131072       SENDBUFFERSIZE:     

0000131072 
    RECEIVEDATAQUEUED:  0000000000                                      
    SENDDATAQUEUED:     0000131072                                      
      OLDQDATE:         08/23/2013       OLDQTIME:           15:16:37   
    SENDSTALLED:        YES                                             
    SMC INFORMATION:                                                    
      SMCSTATUS:        ACTIVE           SMCGROUPID:         B6521000   
      LOCALSMCLINKID:   B6521002         REMOTESMCLINKID:    F4931002   
    ANCILLARY INPUT QUEUE: N/A                                          
----                                                                    
1 OF 1 RECORDS DISPLAYED                                                
END OF THE REPORT  
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Network Status Configuration 
Display Command 

•  D TCPIP,,NETSTAT,CONFIG 
–  Shows if SMC-R is enabled for this TCP/IP stack. 
–  Shows maximum memory allocated for SMC-R. 

 
D TCPIP,,NET,CONFIG                                          
EZD0101I NETSTAT CS V2R1 TCPIP 331                           
TCP CONFIGURATION TABLE:                                     
DEFAULTRCVBUFSIZE:  00131072  DEFAULTSNDBUFSIZE: 00131072    
DEFLTMAXRCVBUFSIZE: 00262144  SOMAXCONN:         0000001024  
... 
ZIIP:                                              
  IPSECURITY: NO   IQDIOMULTIWRITE: YES            
SMCR: YES                                          
  FIXEDMEMORY: 200M  TCPKEEPMININT: 00000300       
  PFID: 0010  PORTNUM: 1  MTU: 1024                
  PFID: 0040  PORTNUM: 1  MTU: 1024                
NETWORK MONITOR CONFIGURATION INFORMATION:         
PKTTRCSRV: NO   TCPCNNSRV: NO   NTASRV: NO         
... 
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Network Status Device Links 
Display Command 

•  D TCPIP,,NETSTAT,DEVLINKS 
–  Shows RoCE features, PNetIDs, and statistics. 
–  Shows if SMC-R is enabled for OSA definition. 

 

D TCPIP,,NET,DEVLINKS                                             

EZD0101I NETSTAT CS V2R1 TCPIP 333                                
... 

INTFNAME: EZARIUT10010      INTFTYPE: RNIC       INTFSTATUS: READY 
  PFID: 0010  PORTNUM: 1  TRLE: IUT10010  PFIDSTATUS: READY        

  PNETID: DMZ805                                                   
  VMACADDR: 020000E6FA50                                           

  GIDADDR:  FE80::FF:FEE6:FA50                                     
  INTERFACE STATISTICS:                                            

    BYTESIN                           = 78703                      
    INBOUND OPERATIONS                = 34777696                   

    BYTESOUT                          = 2346407903890              
    OUTBOUND OPERATIONS               = 158144941                  

    SMC LINKS                         = 0                          
    TCP CONNECTIONS                   = 0                          

    INTF RECEIVE BUFFER INUSE         = 0K                         
... 

INTFNAME: SMCR32            INTFTYPE: IPAQENET   INTFSTATUS: READY 
    PORTNAME: GIG32     DATAPATH: 0C22     DATAPATHSTATUS: READY   

    CHPIDTYPE: OSD      SMCR: YES                                  
    PNETID: DMZ805                                                 

    SPEED: 0000010000                                              
    IPBROADCASTCAPABILITY: NO                                      

    CFGROUTER: NON                   ACTROUTER: NON                
    ARPOFFLOAD: YES                  ARPOFFLOADINFO: YES           

    CFGMTU: NONE                     ACTMTU: 8992                  
    IPADDR: 192.168.26.162/24                                      

    VLANID: NONE                     VLANPRIORITY: DISABLED        
    ... 

  INTERFACE STATISTICS:                                            
    ... 

  ASSOCIATED RNIC INTERFACE: EZARIUT10010                          
  ASSOCIATED RNIC INTERFACE: EZARIUT10040                          

... 
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Network Status Device Links 
Display Command (cont.) 

•  D TCPIP,,NETSTAT,DEVLINKS,SMC 
–  Shows RoCE features, PNetIDs, and statistics. 

D TCPIP,,NET,DEVLINKS,SMC                                          
EZD0101I NETSTAT CS V2R1 TCPIP 932                                 

INTFNAME: EZARIUT10010      INTFTYPE: RNIC       INTFSTATUS: READY 
  PFID: 0010  PORTNUM: 1  TRLE: IUT10010  PFIDSTATUS: READY        

  PNETID: DMZ805                                                   
  VMACADDR: 020000E6FA50                                           

  GIDADDR:  FE80::FF:FEE6:FA50                                     
  INTERFACE STATISTICS:                                            

    BYTESIN                           = 393728                     

    INBOUND OPERATIONS                = 28449401                   
    BYTESOUT                          = 2192474735556              

    OUTBOUND OPERATIONS               = 126848567                  
    SMC LINKS                         = 2                          

    TCP CONNECTIONS                   = 4                          
    INTF RECEIVE BUFFER INUSE         = 640K                       

  SMC LINK INFORMATION:                                            
    LOCALSMCLINKID: BF530602  REMOTESMCLINKID: 26250602            

      SMCLINKGROUPID: BF530600  VLANID: NONE  MTU: 1024            
      LOCALGID:  FE80::FF:FEE6:FA50                                

        LOCALMACADDR:  020000E6FA50  LOCALQP:  000040              
      REMOTEGID: FE80::FF:FEE8:600                                 

        REMOTEMACADDR: 020000E80600  REMOTEQP: 000047              
      SMCLINKBYTESIN:            1586                              

      SMCLINKINOPERATIONS:       32                                
      SMCLINKBYTESOUT:           462                               

      SMCLINKOUTOPERATIONS:      36                                
      TCP CONNECTIONS:           2                                 

      LINK RECEIVE BUFFER INUSE: 128K                              
        64K   BUFFER INUSE:      128K 

  SMC LINK INFORMATION:                                            
    LOCALSMCLINKID: BF530702  REMOTESMCLINKID: 26250702            

      SMCLINKGROUPID: BF530700  VLANID: NONE  MTU: 1024            
      LOCALGID:  FE80::FF:FEE6:FA50                                

        LOCALMACADDR:  020000E6FA50  LOCALQP:  000041              
      REMOTEGID: FE80::FF:FEE8:600                                 

        REMOTEMACADDR: 020000E80600  REMOTEQP: 000048              
      SMCLINKBYTESIN:            0                                 

      SMCLINKINOPERATIONS:       5892                              
      SMCLINKBYTESOUT:           1003712814                        

      SMCLINKOUTOPERATIONS:      37642                             
      TCP CONNECTIONS:           2                                 

      LINK RECEIVE BUFFER INUSE: 512K                              
        256K  BUFFER INUSE:      512K                              

INTFNAME: EZARIUT10040      INTFTYPE: RNIC       INTFSTATUS: READY 
  PFID: 0040  PORTNUM: 1  TRLE: IUT10040  PFIDSTATUS: READY        

  PNETID: DMZ805                                                   
  VMACADDR: 020000E6FA70                                           

  GIDADDR:  FE80::FF:FEE6:FA70                                     
  INTERFACE STATISTICS:                                            

    BYTESIN                           = 392044          

    INBOUND OPERATIONS                = 26783930        
    BYTESOUT                          = 2187890601298   

    OUTBOUND OPERATIONS               = 119158749       
    SMC LINKS                         = 2               

    TCP CONNECTIONS                   = 4               
    INTF RECEIVE BUFFER INUSE         = 640K 
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Network Status Device Links 
Display Command (cont.) 

SMC LINK INFORMATION:                                 
    LOCALSMCLINKID: BF530601  REMOTESMCLINKID: 26250601 

      SMCLINKGROUPID: BF530600  VLANID: NONE  MTU: 1024 
      LOCALGID:  FE80::FF:FEE6:FA70                     

        LOCALMACADDR:  020000E6FA70  LOCALQP:  000048   
      REMOTEGID: FE80::FF:FEE7:FE90                     

        REMOTEMACADDR: 020000E7FE90  REMOTEQP: 000048   
      SMCLINKBYTESIN:            1850                   

      SMCLINKINOPERATIONS:       38                     
      SMCLINKBYTESOUT:           726                    

      SMCLINKOUTOPERATIONS:      42                     
      TCP CONNECTIONS:           2                      

      LINK RECEIVE BUFFER INUSE: 128K                   
        64K   BUFFER INUSE:      128K                   

  SMC LINK INFORMATION:                                 
    LOCALSMCLINKID: BF530701  REMOTESMCLINKID: 26250701 

      SMCLINKGROUPID: BF530700  VLANID: NONE  MTU: 1024 
      LOCALGID:  FE80::FF:FEE6:FA70                     

        LOCALMACADDR:  020000E6FA70  LOCALQP:  000049   
       REMOTEGID: FE80::FF:FEE7:FE90                   

         REMOTEMACADDR: 020000E7FE90  REMOTEQP: 000049 

       SMCLINKBYTESIN:            264                  
       SMCLINKINOPERATIONS:       6017                 

       SMCLINKBYTESOUT:           1015224325           
       SMCLINKOUTOPERATIONS:      38900                

       TCP CONNECTIONS:           2                    
       LINK RECEIVE BUFFER INUSE: 512K                 

         256K  BUFFER INUSE:      512K 

SMC LINK GROUP INFORMATION:                           
   SMCLINKGROUPID: BF530600  PNETID: DMZ805            

     REDUNDANCY: FULL                                  
     LINK GROUP RECEIVE BUFFER TOTAL: 3M               

       64K   BUFFER TOTAL: 1M                          
     LOCALSMCLINKID  REMOTESMCLINKID                   

     --------------  ---------------                   
     BF530601        26250601                          

     BF530602        26250602                          
   SMCLINKGROUPID: BF530700  PNETID: DMZ805            

     REDUNDANCY: FULL                                  
     LINK GROUP RECEIVE BUFFER TOTAL: 3M               

       256K  BUFFER TOTAL: 1M                          
     LOCALSMCLINKID  REMOTESMCLINKID                   

     --------------  ---------------                   
     BF530701        26250701                          

     BF530702        26250702                          
2 OF 2 RECORDS DISPLAYED 

END OF THE REPORT  

D TCPIP,,NET,DEVLINKS,SMC (cont.) 
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Network Status Device Links 
Display Command (cont.) 

•  D TCPIP,,NETSTAT,DEVLINKS,INTFNAME=osa_name 
–  Shows if SMC-R is enabled for this OSA definition. 
–  Shows RoCE features associated with the same PNetID. 

 
D TCPIP,,NET,DEVLINKS,INTFNAME=SMCR32                              

EZD0101I NETSTAT CS V2R1 TCPIP 151                                 
INTFNAME: SMCR32            INTFTYPE: IPAQENET   INTFSTATUS: READY 

    PORTNAME: GIG32     DATAPATH: 0C22     DATAPATHSTATUS: READY   
    CHPIDTYPE: OSD      SMCR: YES                                  

    PNETID: DMZ805                                                 
    SPEED: 0000010000                                              

    IPBROADCASTCAPABILITY: NO                                      
    CFGROUTER: NON                   ACTROUTER: NON                

    ARPOFFLOAD: YES                  ARPOFFLOADINFO: YES           
    CFGMTU: NONE                     ACTMTU: 8992                  

    IPADDR: 192.168.26.162/24                                      
    VLANID: NONE                     VLANPRIORITY: DISABLED        

    READSTORAGE: GLOBAL (4096K)                                    
    INBPERF: BALANCED                                              

    CHECKSUMOFFLOAD: YES             SEGMENTATIONOFFLOAD: YES      
    SECCLASS: 255                    MONSYSPLEX: NO                

    ISOLATE: NO                      OPTLATENCYMODE: NO     

  MULTICAST SPECIFIC:                                       
    MULTICAST CAPABILITY: YES                               

    GROUP             REFCNT        SRCFLTMD                
    -----             ------        --------                

    224.0.0.1         0000000001    EXCLUDE                 
      SRCADDR: NONE                                         

INTERFACE STATISTICS:                                     
    BYTESIN                           = 1577847868          
    INBOUND PACKETS                   = 18782301            
    INBOUND PACKETS IN ERROR          = 3                   
    INBOUND PACKETS DISCARDED         = 0                   
    INBOUND PACKETS WITH NO PROTOCOL  = 0                   
    BYTESOUT                          = 465821253506        
    OUTBOUND PACKETS                  = 229249296           
    OUTBOUND PACKETS IN ERROR         = 0                   
    OUTBOUND PACKETS DISCARDED        = 0                   
  ASSOCIATED RNIC INTERFACE: EZARIUT10040                   
IPV4 LAN GROUP SUMMARY                                      
LANGROUP: 00005                                             
  NAME              STATUS      ARPOWNER          VIPAOWNER 
  ----              ------      --------          --------- 
  SMCR32            ACTIVE      SMCR32            YES       
1 OF 1 RECORDS DISPLAYED                                    
END OF THE REPORT  
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Network Status Statistics Display 
Command 

•  D TCPIP,,NETSTAT,STATS,PROTOCOL=TCP 
–  Shows SMC-R statistics. 

 
D TCPIP,,NET,STATS,PROTOCOL=TCP                   

EZD0101I NETSTAT CS V2R1 TCPIP 518                
TCP STATISTICS                                    
  CURRENT ESTABLISHED CONNECTIONS     = 28        

  CURRENT STALLED CONNECTIONS         = 8         
  ... 

SMCR STATISTICS                                   
  CURRENT ESTABLISHED SMC LINKS       = 2         
  SMC LINK ACTIVATION TIME OUTS       = 0         

  ACTIVE SMC LINKS OPENED             = 20        
  PASSIVE SMC LINKS OPENED            = 6         

  SMC LINKS CLOSED                    = 24        
  CURRENT ESTABLISHED CONNECTIONS     = 0         
  ACTIVE CONNECTIONS OPENED           = 392       

  PASSIVE CONNECTIONS OPENED          = 34        
  CONNECTIONS CLOSED                  = 426       

  SEGMENTS RECEIVED                   = 114148403 
  SEGMENTS SENT                       = 213916395 
  RESETS SENT                         = 0         

  RESETS RECEIVED                     = 0         
END OF THE REPORT  
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Storage Display Command 

•  D TCPIP,,STOR 
–  Shows SMC-R storage usage. 

 
D TCPIP,,STOR                                                        
EZZ8453I TCPIP STORAGE 526                                           
EZZ8454I TCPIP    STORAGE                CURRENT   MAXIMUM     LIMIT 
EZD2018I 31-BIT                                                      
EZZ8455I          ECSA                     3174K     4243K   NOLIMIT 
EZZ8455I          PRIVATE                  9767K     9902K   NOLIMIT 
EZZ8455I          ECSA MODULES             9540K     9540K   NOLIMIT 
EZD2018I 64-BIT                                                      
EZZ8455I          HVCOMMON                    1M        1M   NOLIMIT 
EZZ8455I          HVPRIVATE                   2M        2M   NOLIMIT 
EZZ8455I          TRACE HVCOMMON           2579M     2579M     2579M 
EZZ8455I          SMC-R FIXEDMEMORY          20M      166M      200M 
EZD2024I            SMC-R SEND MEMORY        16M      156M           
EZD2024I            SMC-R RECV MEMORY         0M       10M           
EZZ8459I DISPLAY TCPIP STOR COMPLETED SUCCESSFULLY  
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CSM Command 
•  D NET,CSM 

–  Shows OSA Communications Storage Manager (CSM) storage usage. 
 
D NET,CSM                                                           

IVT5508I DISPLAY ACCEPTED                                           
IVT5529I PROCESSING DISPLAY CSM COMMAND - OWNERID NOT SPECIFIED 566 

IVT5530I BUFFER BUFFER                                              
IVT5531I SIZE   SOURCE                INUSE      FREE     TOTAL     

IVT5532I ------------------------------------------------------     
IVT5533I    4K  ECSA                  3108K      540K     3648K     

IVT5533I   16K  ECSA                    80K      432K      512K     
IVT5533I   32K  ECSA                   128K      384K      512K     

IVT5533I   60K  ECSA                     0M        0M        0M     
IVT5533I  180K  ECSA                     0M        0M        0M     

IVT5535I TOTAL  ECSA                  3316K     1356K     4672K     
IVT5532I ------------------------------------------------------     

IVT5533I    4K  DATA SPACE 31            0M      256K      256K     
IVT5533I   16K  DATA SPACE 31            0M        0M        0M     

IVT5533I   32K  DATA SPACE 31            0M      384K      384K     
IVT5533I   60K  DATA SPACE 31            0M        0M        0M     

IVT5533I  180K  DATA SPACE 31            0M        0M        0M     
IVT5535I TOTAL  DATA SPACE 31            0M      640K      640K 

IVT5532I ------------------------------------------------------ 
IVT5533I    4K  DATA SPACE 64        44392K      216K    44608K 

IVT5533I   16K  DATA SPACE 64           64K      192K      256K 
IVT5533I   32K  DATA SPACE 64         4992K      128K        5M 

IVT5533I   60K  DATA SPACE 64            0M        0M        0M 

IVT5533I  180K  DATA SPACE 64            0M      360K      360K 
IVT5535I TOTAL  DATA SPACE 64        49448K      896K    50344K 

IVT5532I ------------------------------------------------------ 
IVT5535I TOTAL  DATA SPACE           49448K     1536K    50984K 

IVT5532I ------------------------------------------------------ 
IVT5536I TOTAL  ALL SOURCES          52764K     2892K    55656K 

IVT5538I FIXED  MAXIMUM =      100M  FIXED  CURRENT =    53649K 
IVT5541I FIXED  MAXIMUM USED =    87093K SINCE LAST DISPLAY CSM 

IVT5594I FIXED  MAXIMUM USED =    87093K SINCE IPL              
IVT5539I ECSA   MAXIMUM =      150M  ECSA   CURRENT =     6261K 

IVT5541I ECSA   MAXIMUM USED =     6389K SINCE LAST DISPLAY CSM 
IVT5594I ECSA   MAXIMUM USED =     6389K SINCE IPL              

IVT5559I CSM DATA SPACE 1 NAME: CSM64001                        
IVT5559I CSM DATA SPACE 2 NAME: CSM31002                        

IVT5599I END  
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CP Usage 
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How to Measure CP Usage 

•  TCP/IP address space CP usage in the time 
interval shows in: 
– RMF Report Class for TCP/IP 
– SMF Record Type 30 
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Switch Ports 
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Switch Ports Access Mode 

•  Switch Ports in Access Mode 
–  The VLAN ID is assigned to the switch port by the Switch. 
–  OSA and z/OS have no knowledge of the VLAN ID. 
–  The switch itself provides the VLAN tagging to the packets. 

•  As long as all the requirements for SMC-R and RoCE have been done on both sides 
(HCD PNet ID matching on OSA and RoCE, SMC-R enabled in PROFILE.TCPIP, etc.), 
and the OSA ports are both in the same VLAN, and the RoCE ports are both in the same 
VLAN, then the data will be sent over the RoCE connection. 

OSA RNIC 

LPAR 1 

SMC-R TCP/IP 

Application 

OSA RNIC 

LPAR 2 

SMC-R TCP/IP 

Application 

VLAN 
100 

VLAN 
100 

VLAN 
100 

VLAN 
100 

10Gb Ethernet switch 

OSA RNIC 

LPAR 3 

SMC-R TCP/IP 

Application 

OSA RNIC 

LPAR 4 

SMC-R TCP/IP 

Application 

VLAN 
100 

VLAN 
100 

VLAN 
200 

VLAN 
200 

10Gb Ethernet switch 

OSA RNIC 

LPAR 5 

SMC-R TCP/IP 

Application 

OSA RNIC 

LPAR 6 

SMC-R TCP/IP 

Application 

VLAN 
100 

VLAN 
100 

VLAN 
200 

VLAN 
300 

10Gb Ethernet switch 

Data between LPAR 1 and LPAR 2 will flow over 
RoCE. 

Data between LPAR 3 and LPAR 4 will flow over 
RoCE. 

Data between LPAR 5 and LPAR 6 will never flow over 
RoCE because the two RoCE ports are not in the 

same 
VLAN (subnet). 
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Different Physical Networks 

•  A single RoCE feature may be used to multiple RoCE partners. 
•  The OSAs may be connected to multiple switches. 

–  May be different switches than the switch used for the RoCE connection. 
–  May be a 1GbE switch or a 10GbE switch. 
–  May be different switches that are connected together as long as there is no IP router between 

the switches (same subnet). 

OSA RNIC 

LPAR 2 

SMC-R TCP/IP 

Application 
Server 

OSA RNIC 

LPAR 3 

SMC-R TCP/IP 

Application 
Server 

OSA RNIC 

LPAR 4 

SMC-R TCP/IP 

Application 
Server 

Data between LPAR 1 and all the other LPARs2 will flow over 
RoCE. 

Application Server 

OSA RNIC 

LPAR 1 

OSA 

SMC-R TCP/IP 

VLAN 
300 

VLAN 
300 

VLAN 
300 

VLAN 
300 

10Gb Ethernet switch 

VLAN 
200 

VLAN 
100 

VLAN 
100 

VLAN 
100 

1Gb Ethernet switch 

VLAN 
200 
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Switch Ports Trunk Mode 

•  Switch Ports in Trunk Mode 
–  The VLAN ID is assigned by 

OSA Interface definition in 
PROFILE.TCPIP. 

–  OSA provides the VLAN 
tagging to the packets. 

–  The VLAN ID is not assigned 
on any RoCE definition. VLAN 
IDs on RoCE are inherited 
from the all associated OSAs 
(same PNET ID). 

–  RoCE provides the VLAN 
tagging to the packets. OSA and RoCE on LPAR 1 tag packets to LPAR 2 with VLAN 100. 

OSA and RoCE on LPAR 1 tag packets to LPAR 3 with VLAN 200. 
OSA and RoCE on LPAR 1 tag packets to LPAR 4 with VLAN 300. 

RNIC 
VLAN 
100 
200 
300 

LPAR 1 

OSA 
VLAN 
100 
200 

SMC-R TCP/IP 
LPAR 2 

SMC-R TCP/IP 

Application 

RNIC 
VLAN 
100 

OSA 
VLAN 
100 

LPAR 3 

SMC-R TCP/IP 

Application 

OSA 
VLAN 
200 

RNIC 
VLAN 
200 

10Gb Ethernet switch 

Application 

OSA 
VLAN 
300 

Application 
Application 

LPAR 4 

SMC-R TCP/IP 

Application 

OSA 
VLAN 
300 

RNIC 
VLAN 
300 

Make sure all OSA ports with the same PNetID are either all in Trunk 
Mode (define VLAN IDs) or all in Access Mode (no VLAN IDs). 
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Minimum of 2 RoCE Features 
LPAR A 

RNIC 

LPAR B 

10Gb 
Ethernet 
network 

RNIC RNIC RNIC 

LPAR A 

RNIC 

LPAR B 

10Gb 
Ethernet 
network 

RNIC RNIC RNIC 

•  Once a session has been switched to SMC-R it cannot fall back to the TCP/
IP OSA path. 

•  If a failure occurs with the RoCE connection and an alternate RoCE path 
exists the active sessions on the original path will transparently move to the 
alternate path. 

•  If a failure occurs with the RoCE connection and there is no alternate RoCE 
path, then all the active sessions will fail. All new sessions will not switch to 
SMC-R but flow over the TCP/IP OSA path instead. 

•  Hence a minimum of two RoCE features per CEC is recommended! 
–  A maximum of 16 features are supported on the zEnterprise EC12 or BC12. 
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SMC-R Details 
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SMC-R Link 

•  If an SMC-R Link does not already exist between partners, then a point-to-point SMC-R Link 
is established, using SMC LLC (Link Layer Control) commands. 

–  Multiple connections between the same partners can share a single SMC-R Link. 
–  SMC-R Link remains active for 10 minutes after last TCP connection ends. 

•  SMC-R link is a logical point-to-point RDMA connection. 
–  Different SMC-R links are created if server and client roles are reversed between peers. 
–  Different subnets, when used, require different links. 
–  A Queue Pair (QP) represents one end of the SMC-R link. 
–  Reliably Connected QPs (RC-QPs) form a logical point-to-point connection. 

•  SMC-R link is identified by: 
–  Local and remote 6-byte RNIC VMAC (Virtual MAC) 
–  Local and remote 16-byte GID (Global ID) 

•  IPv6 link-local address derived from VMAC 
–  Local and remote QP (Queue Pair) 
–  VLAN (Virtual LAN) ID (if VLAN is used) 

•  Peers assign and exchange 4-byte Link IDs for easier identification. 

RNIC RNIC 

QP 08 SMC Link 

SMC Link Client 

Client 

Server 

Server 

QP 12 QP 68 

QP 64 

RNIC RNIC 

SMC Link 

SMC Link 

RNIC RNIC 

QP 15 

QP 21 

QP 55 

QP 58 
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SMC-R Link Group 

•  Two SMC-R links, using different RNICs, between two peers are logically 
grouped into an SMC-R Link Group. 

–  Provides Redundancy and Load Balancing 
•  If one link fails, all active connections are automatically and dynamically moved to the other 

link without interruption. 
•  After recovery of the failed link, no connections are moved back, but all new 

connections will be setup over the recovered link until the load balancing is 
recovered. 

•  The two links in an SMC-R Link Group: 
–  are considered equal 
–  use the same VLAN 
–  have access to the same remote memory buffers (RMBs) 

•  TCP connections can be assigned to either link. 
•  TCP connections can be moved from one link to the other. 

SMC Link 

SMC Link 

QP 15 

QP 21 

QP 55 

QP 58 

SMC Link Group 

Note: An additional RNIC pair causes an 
additional SMC Link in a Link Group, but 
an additional RNIC on only one side does 
not provide backup on both sides. 

Any more than two RNICs in the same 
PNetID are brought active but not used 
until one of the first two fails. 
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(Remote) Memory Buffers 

•  Remote (or Receive)(or RDMA) Memory Buffers (or Blocks)  
 (RMBs) are fixed 64-bit memory used for RDMA data from peer. 

–  Sending peer’s operating system places the data directly into the RMB. 
–  Receiving peer copies data from RMB into application receive buffer. 
–  RMBs are allocated in 1M increments. 
–  Three RMBs are allocated when an SMC-R Link group is created. 

•  Additional RMBs are allocated when all storage is used, or no RMB Element (RMBE) of the proper size can be 
assigned from an existing RMB. 

•  RMBs with no RMBEs in use are freed, except the last 3. 
•  Each RMB is partitioned into different elements (RMBEs) when TCP connections are 

established and need to use them. 
–  Each RMBE is associated with a single TCP connection. 
–  All elements in an RMB are the same size (32KB, 64KB, 128KB, 256KB, or larger). 

•  Based on the application buffer size specified on SETSOCKOPT() or TCPCONFIG TCPRCVBUFRSIZE, if 
SETSOCKOPT() is not performed. 

•  SMC-R Links in a group have access to all the RMBs associated with the group. 
–  RNIC (RoCE) provides an RKEY to represent the RMB. 
–  Multiple RKEYs can be assigned to the same RMB. 
–  Peers can use a different number of RMBs (ie. Client may use 3 RMBs while server only uses 1 

RMB). 

RMB 
Server or Client written socket data RMBE 

Server or Client written socket data RMBE 

Server or Client written socket data RMBE 

47 



TCP Session Setup 

•  TCP session establishment (setup) is always done 
with a 3-way handshake (SYN, SYN-ACK, ACK). 

SYN 
SYN-ACK 

ACK 

Server Client 
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Order of Flow 

•  OSA Path 
–  TCP Handshake 

•  TCP session establishment (setup) with 3-way handshake is used to establish the SMC-R connection. 
–  The TCP options that are exchanged in the TCP session setup include an indication of SMC-R support. 

–  CLC (SMC-R Rendezvous) 
•  RDMA credentials (QPs, RMBEs, GIDs, etc.) are exchanged within the TCP data stream (Connection Level 

Control (CLC) messages) (similar to the SSL handshake). 
–  TCP connection remains active and is used to control the SMC-R connection. 

•  RoCE Path 
–  LLC 

•  If SMC-R Link does not already exist between partners, then a point-to-point SMC Link is established using 
SMC LLC (Link Layer Control) commands. 

–  Data 
•  Application data is sent using RDMA write operations into RMBE slot (RMB Element). 

•  Standard socket read is used to read the data into the application. 

RNIC SMC-R 

OSA TCP/IP 
Socket 
API 

Application 

Client written socket data 
Server 

RNIC SMC-R 

OSA TCP/IP 
Socket 
API 

Application 

SMC RDMA Memory Block (RMB) 

Server written socket data 
Client 

Connection Request TCP Handshake 
CLC 

LLC 

Data 

QP QP SMC Link SMC RDMA Memory Block (RMB) 

RMBE RMBE 
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(Send) Staging Buffer 
•  Staging Buffers are 64-bit  

 memory used for sending  
 RDMA data to a peer. 

–  Allocated on a per stack basis 
–  Shared by all SMC-R Links in a group on the stack. 
–  Allocated in 1M increments 

•  4M of Staging Buffers are allocated when the first RNIC (RoCE) is 
started. 

•  Expansion and contraction of the number of buffers occurs based 
on the volume of outbound data. 

–  Data is maintained in the Staging Buffer until RNIC indicates that 
the data has been stored in the peer’s RMB. 

•  See the “Storage Considerations” section of the “Shared 
Memory Communications over Remote Direct Memory 
Access” chapter of the z/OS Communications Server IP 
Configuration Guide. 

RNIC SMC-R 
Socket 
API 

Staging 
Buffer 

Application 
Application 
Buffer 
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OSA vs. HiperSockets vs. 
RoCE 
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OSA, HiperSockets, RoCE 
•  OSA, HiperSockets, and RoCE are all used for data transfer between hosts. 
•  Cross CEC zEnterprise traffic 

–  OSA and RoCE can be used to send traffic between CECs. 
–  HiperSockets only supports traffic between LPARs on a single CEC. 

•  Different zEnterprise Operating Systems 
–  OSA and HiperSockets are supported by multiple Operating Systems (ie. z/OS, z/VM, Linux on 

System z, etc.) 
•  RoCE is only supported by z/OS and z/VM. IBM is working with its Linux distribution partners to include 

support in future distribution releases. 
•  Traffic outside of a single zEnterprise CEC (and might therefore require additional security 

measures) 
–  OSA traffic can go over the card if shared between LPARs on a single CEC. 
–  OSA traffic goes over a network if used to a non-shared-OSA partner. 
–  RoCE traffic goes over a 10GbE Layer 2 LAN. 

•  Security exposure is limited if contained in a secure location. 
–  HiperSockets traffic never goes outside a single CEC. 

•  Firewall with stateful packet inspection (a PCI (Payment Card Industry) requirement for 
some traffic) 

–  OSA traffic can be sent over a LAN to a Firewall with stateful packet inspection support. 
–  HiperSockets traffic cannot be sent over a Firewall with stateful packet inspection support (unless 

routed traffic). 
–  RoCE traffic cannot be sent over a Firewall with stateful packet inspection support (does not support 

routed traffic). 
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OSA, HiperSockets, RoCE (cont.) 
•  Protocol Support 

–  OSA supports all TCP/IP protocols and even supports SNA protocol (natively in OSE mode, or when 
sent with UDP (Enterprise Extender (EE))). 

–  HiperSockets only supports IP traffic, it does not support native SNA (so EE must be used to send 
SNA). 

–  RoCE only supports TCP traffic (except IPsec), it does not support native SNA or UDP (EE). 
•  Required hardware feature 

–  OSA feature is required. 
–  HiperSockets is part of System z Firmware so it does not require any additional hardware / adapter 

card purchase. 
–  RoCE feature is required. A minimum of 2 per LPAR is recommended. 

•  CP Overhead 
–  OSA provides many different types of offload to the adapter that reduces CP overhead (ARP, Check 

Sum, Segmentation, etc.) 
–  HiperSockets supports zIIP offload to reduce associated cost. 
–  RoCE reduces TCP/IP overhead by using RDMA protocol. 

•  Storage Usage 
–  OSA and HiperSockets use CSM fixed storage backed by 64-bit real for data buffers and use 

Hardware System Area (HAS) memory for routing table. 
–  RoCE uses pinned Fixed Memory (mostly 64-bit Common), not CSM managed memory. The 

maximum amount of memory available for SMC-R with RoCE is definable. When the maximum is 
reached, new connections will not be SMC-R RoCE eligible. 
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Performance 



Performance 
•  40% reduction in overall 

transaction response time 
for WebSphere Application 
Server V8.5 Liberty profile 
TradeLite workload 
accessing z/OS DB2 in 
another system measured in 
internal benchmarks.* 

 
 
•  Up to 50% CPU savings for 

FTP binary file transfers 
across z/OS systems when 
using SMC-R versus 
standard TCP/IP. ** 

z/OS Sys B 
 

FTP Server 

z/OS Sys A 
 

FTP Client 

File Transfers (FTP) using SMC-R 

SMC-R 
 

FTP 
 

RoCE 

z/OS Sys B 
 

DB2 

z/OS Sys A 
 

WAS Liberty 
TradeLite 

Linux on x 
 

Workload 
Client 

Simulator  

TCP/IP 
 

HTTP/REST 

SMC-R 
 

JDBC/DRDA 
 

RoCE 

•  * Based on projections and measurements completed in a controlled environment. Results may vary by customer based on individual workload, configuration, and software levels. 
•  ** Based on internal IBM benchmarks in a controlled environment using z/OS V2.1. Communications Server FTP client and FTP server, transferring a 1.2GB binary file using SMC-R 

(10GbE RoCE Express feature) versus standard TCP/IP (10GbE OSA Express4 feature). The actual CPU savings any user will experience may vary. 
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Performance (cont.) 
•  40% reduction in response time and 

up to 10% CPU savings for CICS 
transactions using DPL (Distributed 
Program Link) to invoke programs 
in remote CICS regions in another 
z/OS system via CICS IP 
interconnectivity (IPIC) when using 
SMC-R versus standard TCP/IP.* 

 
•  WebSphere MQ for z/OS realizes 

up to 200% increase in messages 
per second it can deliver across z/
OS systems when using SMC-R 
versus standard TCP/IP. ** 

z/OS Sys B 
 

CICS B 
Program x 

z/OS Sys A 
 

CICS A  
DPL calls 

SMC-R 
 

IPIC 
 

RoCE 

•  * Based on internal IBM benchmarks using a modeled CICS workload driving a CICS transaction that performs 5 DPL (Distributed Program Link) calls to a CICS region on a remote z/OS 
system via CICS IP interconnectivity (IPIC), using 32K input/output containers. Response time and CPU savings measured on z/OS system initiating the DPL calls. The actual response 
time and CPU savings any use will experience will vary. 

•  ** Based on internal IBM benchmarks using a modeled WebSphere MQ for z/OS workload driving non-persistent messages across z/OS systems in a request/response pattern. The 
benchmarks included various data sizes and number of channel pairs. The actual throughput and CPU savings users will experience may vary based on the user workload and 
configuration. 
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56 



OSA, HiperSockets, RoCE (cont.) 
•  IP Routing 

–  OSA requires IP routing. OSA does provide dynamic backup with multiple OSAs to the same subnet 
and Multipath. When multiple OSAs are attached to different subnets or OSA and other 
attachements, like HiperSockets, are used there is no dynamic backup without a Dynamic Routing 
protocol (ie. OSPF). 

–  HiperSockets requires IP routing so there is no dynamic backup without a Dynamic Routing protocol. 
•  When HiperSockets is defined as part of a DynamicXCF network routing is handled automatically. 
•  When HiperSockets is defined with Integration with IEDN (IQDX) routing is handled automatically. 
•  Backup might not be a requirement because if HiperSockets fails there is probably major CEC problems 

occurring. 
–  Traffic is automatically / transparently switched from OSA to RoCE. If RoCE connection is not 

available traffic is sent over OSA. RoCE has automatic / transparent backup to a different RoCE path 
if one exists. 

•  Active RoCE sessions are dropped if the RoCE connection fails and there is no alternate RoCE path, but new 
sessions will flow using OSA. 

•  IP Routed Traffic 
–  OSA supports routed traffic. Routed traffic is optimized on z/OS with QDIO Accelerator. 
–  HiperSockets supports routed traffic (ie. traffic may come in over OSA and then be routed over 

HiperSockets). Routed traffic is optimized on z/OS with QDIO Accelerator. 
–  RoCE does not support routed traffic. All connections are over a Layer 2 network. 

•  VLAN Support 
–  OSA supports VLAN tagging. 
–  HiperSockets supports VLAN tagging. 
–  RoCE inherits VLAN IDs from all associated OSAs and supports VLAN tagging. 
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Web Pages 
•  IBM Development SMC-R web site: 

–  http://www.ibm.com/software/network/commserver/SMCR/  

•  SMC-R RoCE FAQ Frequently Asked Questions 
–  http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/FQ131485 

•  SMC-R RoCE Usage: 
–  http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS5190 

•  SMC-R RoCE Security Support 
–  http://www.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname= 
STGE_ZS_SW_USEN&htmlfid=ZSW03255USEN&attachment=ZSW03255USEN.PDF 

•  SMC-R RoCE Diagnosis Information 
–  http://www.ibm.com/support/docview.wss?uid=swg27039578  

•  SMC-R Draft RFC 
–  https://datatracker.ietf.org/doc/draft-fox-tcpm-shared-memory-rdma/ 

•  RDMA over Converged Ethernet (RoCE) Fact Sheet 
–  https://cw.infinibandta.org/documents/dl/7261 
–  Requires authorization for access 

•  RNIC acronym reference 
–  http://www.broadcom.com/products/Ethernet-Controllers-and-Adapters/Enterprise-Server-Controllers/BCM5709S 

•  RDMA Attributes (exchanged during SMC-R rendezvous phase are documented on several different web 
sites) ie.: 

–  http://manpages.ubuntu.com/manpages/raring/man3/ibv_query_device.3.html 
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Pubs 

•  IBM z/OS Product Manuals 
–  z/OS Hardware Configuration Definition User's Guide, SC34-2669 
–  z/OS Communications Server IP Configuration Guide, SC27-3650 
–  z/OS Communications Server IP Configuration Reference, SC27-3651 
–  z/OS Communications Server IP System Administrator's Commands, 

SC27-3661 
–  z/OS Introduction and Release Guide, GA32-0887 
–  z/OS Communications Server SNA Network Implementation Guide, 

SC27-3672 
–  z/OS Communications Server 
–  z/OS Communications Server New Function Summary, GC27-3664 
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z/VM Support 
•  z/VM support of 10GbE RoCE Express:  

–  z/VM V6R3 contains guest exploitation of 10GbE RoCE 
Express feature (#0411) on the IBM zEnterprise EC12 and 
IBM zEnterprise BC12 systems. 

–  z/VM V6R3 on z13 requires APAR VM65577. 
–  z/OS guests running under z/VM are able to use the RoCE 

features. 
–  Other z/VM guests are not able to exploit the RoCE 

features because they do not have SMC-R support. 
–  IBM is working with its Linux distribution partners 

to include support in future distribution releases. 
– Announcement Letter 114-009 on 02/24/2014 

with Availability date of 07/27/2014 
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Future 
•  IBM Java exploitation: IBM plans for 

future updates of IBM 31-bit and 64-bit 
SDK7 for z/OS Java Technology Edition, 
(IBM SDK for z/OS Java) to provide 
exploitation of Shared Memory 
Communications Remote Direct Memory 
Access (SMC-R) which is utilized by the 
10GbE RoCE Express feature. 
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Appendix: 
Screen Captures 
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zEC12 Support Level 

RoCE feature requires zEnterprise EC12 (with driver 15) or BC12. 
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IOCP (IOCDS) definitions 
•  FUNCTION FID= 3-digit hex value, PCHID = 3-digit hex 

value naming the physical slot  location , PART = ( (initial 
access), (candidate list) )  

•  A sample IOCP / IOCDS declaration could be  
•  FUNCTION FID = 100, PCHID=400, PART= ((LPA), (LPA, 

LPB)), PNETID=ZOSNET  
•  In this example, LPAR LPA would have initial access to 

PFID 100 associated with the adapter plugged into PCHID 
location 400.  LPAR LPB is on the "candidate list", meaning 
that, at some point in time, PFID 100 could be deconfigured 
from LPA and configured to LPB. 

Note:  IOCDS definitions allow for unique PNETID for up to 4 ports on an adapter.  To specify this information for 
multiple ports PNETID = (ZOSNET1, ZOSNET2) – up to 4 entries   

65 



IOCP PCIe Function Display 

PCIE FUNCTION SUMMARY REPORT                  TIME: 16:29 DATE:  2013-07-23  PAGE A-   4   
 PROCESSOR ID  WSCCECS  TYPE  2827     MODEL  HA1      CONFIGURATION MODE: LPAR  TOKEN: WSCCECS  13-07-23 15:38:14 SUTCAT   IODF47 
                                                PARTITION NUMBERS                                                                  
                          CSS0----------- CSS1----------- CSS2----------- CSS3-----------                                          
FID VF PCHID TYPE         123456789ABCDEF 123456789ABCDEF 123456789ABCDEF 123456789ABCDEF   DESCRIPTION                            
___ __ _____ ____________ _______________________________________________________________   ________________________________       
010    3BC   ROCE         --------------- --------------- CA------------- ---------------   RG2D3 RoCE.P3BC DMZ-G8264-51 #31       
020    3F0   ROCE         --------------- --------------- ---AC---------- ---------------   RG1D3 RoCE.P3F0 DMZ-G8264-51 #32       
030    52C   ROCE         --------------- --------------- ---AC---------- ---------------   RG2D2 RoCE.P52C DMZ-G8264-51 #33       
040    5EC   ROCE         --------------- --------------- CA------------- ---------------   RG1D1 RoCE.P5EC DMZ-G8264-51 #34       
0A0  1 3C0   ZEDC-EXPRESS --------------- A-------------- --------------- ---------------   RG2D3 WPLEX SOSP11                     
0A1  2 3C0   ZEDC-EXPRESS --------------- A-------------- --------------- ---------------   RG2D3 WPLEX SOSP12                     
0A3  3 3C0   ZEDC-EXPRESS A-------------- --------------- --------------- ---------------   RG2D3 WSCzPLEX SOSP01                  
0A4  4 3C0   ZEDC-EXPRESS -A------------- --------------- --------------- ---------------   RG2D3 WSCzPLEX SOSP02                  
0B0  1 500   ZEDC-EXPRESS --------------- A-------------- --------------- ---------------   RG1D2 WPLEX SOSP11                     
0B1  2 500   ZEDC-EXPRESS --------------- -A------------- --------------- ---------------   RG1D2 WPLEX SOSP12                     
0B2  3 500   ZEDC-EXPRESS A-------------- --------------- --------------- ---------------   RG1D2 WSCzPLEX SOSP01                  
0B3  4 500   ZEDC-EXPRESS -A------------- --------------- --------------- ---------------   RG1D2 WSCzPLEX SOSP02                  
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PCIe functions under Processors 
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Action “Work with PCIe functions” 
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PCIe Function List 

List is empty at the moment. 
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Add PCIe Function 

70 



Available PCIe 
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PNetIDs 
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Access List 
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Candidate List 
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PCIe Function List 

RoCE shows up in list now. 
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RMF Report 
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CPU Usage by Active Jobs 
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RMF 
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The End 
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